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Abstract 

 
The timeliness of detection of a sepsis incidence in progress is a crucial factor in the outcome 
for the patient. Machine learning (ML) models built from data in electronic health records 
(EHR) can be used as an effective tool for improving this timeliness, but so far the potential for 
clinical implementations has been largely limited to studies in intensive care units (ICUs). This 
study will employ a richer data set that will expand the applicability of these models beyond 
ICUs. Furthermore, we will circumvent several important limitations that have been found in 
the literature: (1) Models are evaluated shortly before sepsis onset without considering 
interventions already initiated. (2) ML models are built on a restricted set of clinical 
parameters, which are not necessarily measured in all departments. (3) Model performance is 
limited by current knowledge of sepsis, as feature interactions and time dependencies are hard 
coded into the model. Methods: In this study, we present a model to overcome these 
shortcomings using a deep learning approach on a diverse multicenter data set. We used 
retrospective data from multiple Danish hospitals over a seven-year period. Our sepsis 
detection system is constructed as a combination of a convolutional neural network (CNN) and 
a long short-term memory (LSTM) network. We suggest a retrospective assessment of 
interventions by looking at intravenous antibiotics and blood cultures preceding the prediction 
time. Results: Results show performance ranging from AUROC 0.856 (3 hours before sepsis 
onset) to AUROC 0.756 (24 hours before sepsis onset). Evaluating the clinical utility of the 
model, we find that a large proportion of septic patients did not receive antibiotic treatment or 
blood culture at the time of the sepsis prediction, and the model could therefore facilitate such 
interventions at an earlier point in time. Conclusion: We present a deep learning system for 
early detection of sepsis that can learn characteristics of the key factors and interactions from 
the raw event sequence data itself, without relying on a labor-intensive feature extraction 
work. Our system outperforms baseline models, such as gradient boosting, which rely on 
specific data elements and therefore suffer from many missing values in our dataset. 
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I. INTRODUCTION 

Sepsis is a life-threatening organ dysfunction caused by a dysregulated response to infection, 
and early detection is crucial for improving patient outcomes. Traditional clinical scoring 
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systems, such as the National Early Warning Score (NEWS), may not adequately identify at-risk 
patients with sufficient lead time. While machine learning approaches have shown promise in 
identifying sepsis risk and improving early detection, much of the work has been focused on 
ICUs where data availability is extensive [1], [2]. Studies have shown that ML methods, 
including gradient boosting and deep learning, can outperform conventional clinical tools in 
predicting sepsis onset [3], [20]. However, several challenges remain. First, many current 
approaches rely on a limited set of clinical parameters typically available in ICUs, limiting their 
application to other hospital wards [4], [5], [20]. Second, performance metrics such as the area 
under the ROC curve (AUROC) often do not reflect the actual clinical utility or the imbalance in 
data [6], [7]. Third, few studies have considered the timeline of interventions already being 
initiated (e.g., antibiotics, blood cultures) prior to sepsis onset [8], [9]. Recent research suggests 
that rich data and deep learning can address these shortcomings by learning complex temporal 
and feature interactions directly from raw EHR data [20], [21], [22]. For instance, recurrent neural 
networks and CNNs have been applied to heterogeneous clinical data to capture subtle patterns 
in patient trajectories [20] and multitask Gaussian Process RNN classifiers have improved 
accuracy while reducing the need for manual feature engineering [22]. In the field of sepsis 
detection, these methods have achieved promising results by leveraging not only vital signs and 
labs but also medication administrations and treatment histories. This paper builds upon these 
advancements by employing a CNN and LSTM-based architecture on a multi-center dataset that 
spans beyond the ICU and incorporating a retrospective assessment of interventions. 
To diagnose sepsis, doctors often order several tests to pinpoint the underlying infection. Blood 
tests check for evidence of infection, clotting problems, abnormal liver or kidney function, and 
electrolyte imbalances. Depending on symptoms, tests may also be performed on urine, wound 
secretions, and respiratory secretions. Imaging tests such as X-ray, CT, ultrasound, and MRI may 
be used to locate the infection site. Treatment typically involves early, aggressive measures 
including antibiotics, IV fluids, and vasopressors, as well as supportive care like oxygen and 
dialysis. Sometimes surgery is needed to remove infected tissue. While these tests and treatments 
form the current clinical practice, integrating them into data-driven sepsis prediction models can 
optimize the timing of interventions. Recent deep learning models have shown that complex 
temporal patterns of varying measurements can be learned without hard-coded rules [20], [21]. 
However, challenges remain in adapting these models to non-ICU settings, handling missing 
data, and evaluating them in a way that ensures real-world clinical utility. 
 
 

II. EXISTING SYSTEM 
Machine learning models trained from individual patient EHRs may be used for the early 
detection of sepsis. ML models for sepsis detection far exceed the predictive ability of existing 
clinical early warning systems such as NEWS. However, there are disadvantages. (1) Most 
studies build their ML models on a limited set of clinical parameters and assume regular 
measurement intervals, making them less applicable to general hospital wards. (2) Current 
evaluation practices often rely solely on AUROC, which may not reflect true clinical utility or 
the impact of data imbalance. (3) The clinical utility of the model is typically not investigated in 
relation to potential interventions, neglecting the fact that some patients may have already 
begun receiving treatment by the time the model issues an alert.  
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III. PROPOSED SYSTEM 
In the proposed model we consider all elements in the entire event sequence E for a patient. 
Unlike previous approaches that rely on a limited number of features, we incorporate events 
from multiple sources and use a CNN-LSTM architecture to learn complex, hierarchical 
representations. We consider events present in at least 100 sequences in the training data and 
group events into five-minute non-overlapping blocks. This temporal aggregation, gap-filling, 
and context concatenation step preserves the temporal order and ensures robustness to missing 
data. The advantage of this approach is that it learns from heterogeneous data, requires no 
labor-intensive feature engineering, and has the potential for scaling to various hospital units. It 
offers a sequence evaluation approach that provides realistic estimations of model performance 
and evaluates clinical utility by considering potential interventions like blood cultures and 
antibiotics at earlier time points. 
 
 
IV. LIMITATIONS/CHALLENGES 
While our proposed system shows promise, there remain limitations and challenges. First, the 
availability and consistency of EHR data outside ICUs can vary widely, leading to data sparsity 
and missing values. Second, the model’s interpretability remains a challenge, as deep learning 
approaches often operate as “black boxes” and may be less transparent to clinicians. Third, 
differences in hospital protocols, patient populations, and local antimicrobial resistance patterns 
can affect model generalizability and require careful calibration and validation. Fourth, while 
the model improves early detection, it does not inherently provide clinical decision support in 
choosing specific interventions. Finally, the retrospective nature of our study means that true 
prospective validation and real-time integration into clinical workflow remain areas for future 
work. 
 
 

V. SYSTEM REQUIREMENTS 
Software requirements include Windows OS, Python 3.x and above, Jupyter Notebook, and 
Anaconda 3.5. Hardware requirements include at least 4GB RAM, Intel i3 processor or above, 
and a minimum of 500GB hard disk space. These requirements ensure efficient data processing, 
model training, and result generation. 
 
 
VI. IMPLEMENTATION 
Implementation involves converting the system design into an operational one. Three main 
types of implementations are considered: (1) Implementing a computer system to replace a 
manual system, focusing on converting files, training users, and verifying data integrity. (2) 
Implementing a new computer system to replace an existing one, requiring careful planning to 
avoid operational disruptions. (3) Implementing a modified application to replace an existing 
one on the same computer, which is usually simpler. In our context, implementation includes 
user-level identification, table creation with specified conditions, updating modules for 
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insert/delete actions, and generating reports in 2D or 3D views. These steps provide a 
comprehensive framework for managing the EHR data and the model’s predictions. 
 
 
VII. OUTPUT SCREENSHOTS 
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The implementation phase is complemented by output screenshots illustrating user 
authentication, data retrieval, model training progress, and final predictive analytics results. 
Such outputs demonstrate the system’s functionality, user interface, and the progression from 
raw input data to clinically interpretable predictions. 
 
 

VIII. CONCLUSION 
1. The proposed deep learning model can detect sepsis at an early stage by learning 

directly from raw heterogeneous event sequence data. 
2. The model achieves strong AUROC performance, outperforming baseline gradient 

boosting approaches, especially in settings with sparse and missing data. 
3. Retrospective assessment shows that earlier detection with the model could facilitate 

timely interventions such as intravenous antibiotics and blood cultures. 
4. The approach can be scaled beyond ICUs to multiple hospital departments, thereby 

increasing applicability and impact. 
5. The proposed deep learning model outperforms baseline models like gradient boosting 

(GB-Vital) that depend on specific data elements and thus face challenges with missing 
values. 



 

           Volume-6, Issue-06, 2020         ISSN No: 2349-5677 

50 

 

6. Future directions include integrating interpretability methods, validating in prospective 
trials, and extending the model to offer more targeted clinical decision support. 
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